#4 © 1998 Nature America Inc. ¢ http://neurosci.nature.com

#4 © 1998 Nature America Inc. » http://neurosci.nature.com

articles

Coding of visual information by
precisely correlated spikes in the
lateral geniculate nucleus

Yang Dan!?3, Jose-Manuel Alonso?, W. Martin Usrey>? and R. Clay Reid!»?

I Department of Neurobiology, Harvard Medical School, Boston, Massachusetts 02115, USA
2 Laboratory of Neurobiology, The Rockefeller University,New York, New York 10021, USA
3 Present address: Department of Molecular and Cell Biology, University of California, Berkeley, California, 94720, USA

Correspondence should be addressed to R.C.R. (clay_reid@hms.harvard.edu)

Correlated firing among neurons is widespread in the nervous system. Precisely correlated spiking,
occurring on a millisecond time scale, has recently been observed among neurons in the lateral
geniculate nucleus with overlapping receptive fields. We have used an information-theoretic analysis
to examine the role of these correlations in visual coding. Considerably more information can be
extracted from two cells if temporal correlations between them are considered. The percentage
increase in information depends on the degree of correlation; the average increase is approximately
20% for strongly correlated pairs. Thus, precise temporal correlation could be used as an additional

information channel from thalamus to visual cortex.

It has been widely accepted that spiking neurons code informa-
tion in their firing rates!. A related assumption is that each neu-
ron serves as an independent channel transmitting information
from one stage to another. In principle, however, much more
information can be coded in the activity of a neuronal ensemble
if temporal correlations between neurons are also used to code
additional information not in the isolated spike trains®. It remains
an important question whether the nervous system uses such dis-
tributed codes, and if so, how such ‘multiplexed’ information is
encoded and decoded.

Simultaneous recordings from multiple neurons have shown
robust interneuronal correlations within many areas of the
brain?~2%, The functional significance of these temporal correla-
tions, however, remains speculative. The occurrence of correla-
tions depends on features of the sensory inputs'>~!7 or the
behavioral states of the animal'®!°, Similarly, different modes of
firing of single neurons can be induced by modulatory inputs®!,
and it has been suggested that these modes can have distinct roles
in information transmission®2. Such studies may lend insights
into the potential roles of temporal correlations in the coding
and processing of information.

Neurons in the cat lateral geniculate nucleus (LGN) with
overlapping receptive fields show precisely correlated firing®.
These correlations are faster and often stronger than those pre-
viously described in retina, LGN or visual cortex>~'%: many spikes
from pairs of geniculate cells occur nearly simultaneously, with
a precision on the order of one millisecond. The existence and
strength of the correlation depend on the degree of overlap
between the two receptive fields. When the two receptive fields
are well overlapped and similar (both X or both Y; both ‘on’ or
both ‘off’), they are almost always highly correlated; such pairs
typically fire at least 20% of their spikes synchronously. When
the cells are of different types (one X, the other Y) or when their
centers are only partially overlapped, tightly correlated firing is
found among about 10% of pairs and the correlations are much
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weaker (~2%). As the LGN is the main source of afferent input
to the primary visual cortex, these precise temporal correlations
could form an important feature of the visual signals received
by the cortex. Here we have used a reverse reconstruction tech-
nique?? and information-theoretic analysis?* to investigate the
role of such correlated spiking in visual coding within the LGN.
We found that much more information could be extracted from
a pair of neurons if the synchronous spikes between them are
considered separately. The percentage of increase in informa-
tion is approximately proportional to the degree of correlation.
We therefore conclude that these precise temporal correlations
could be used as additional information channels from the LGN
to the visual cortex.

Results

A seven-electrode array was used to record the responses from
nearby cells (electrode spacing 100400 um) in the LGN of the
anesthetized cat. For each pair of cells, we calculated the cross-
correlogram of their spike trains during white-noise visual stim-
ulation. Between cells with overlapping receptive fields (Fig. 1a),
we often observed a narrow peak in their cross-correlogram
(Fig. 1b). These correlations were not due to the time-locking of
the two neurons to the visual stimuli, because the peaks were
absent in the shuffled correlograms (Fig. 1b, solid red line).
Among 43 cell pairs with fast (~1 ms) correlations (those with
distinct peaks in their cross-correlograms), the strength of cor-
relation (the percentage of spikes that were correlated; see leg-
end to Fig. 1) varied continuously between 0.5% and 55%,
depending mostly on the degree of overlap between the two
receptive fields.

CODING OF VISUAL INFORMATION BY CORRELATED SPIKES

To investigate the potential role of these correlations in infor-
mation coding, we sorted the spikes of each cell pair into three
categories: spikes that were synchronous between A and B (A&B),
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spikes of A that were nonsynchronous with B (A*), and spikes of
B that were nonsynchronous with A (B¥). The original spike
trains of the two neurons in Fig. 1 (A and B) had a high per-
centage of near-synchronous spikes between them (Fig. 2a). After
sorting these two spike trains into the three derived spike trains
A&B, A* and B* (Fig. 2b), we sought to determine whether we
could extract more information from these three derived spike
trains than from the two original spike trains, that is, whether
more can be learned about the stimulus if the synchronous spikes
are considered separately.

First, we calculated the first-order spatiotemporal receptive
field (Wiener kernel)2>2¢ for each spike train (Fig. 3, left col-
umn). This form of receptive-field analysis has been used on cor-
related cells in the retina’ and the visual cortex!. The differences
between the original receptive fields (A and B) and the derived
receptive fields (A&B, A* and B*) are slight, but important. The
center of the bicellular receptive field'# (A&B) is confined to the
area where the original receptive fields were strongest (up and to
the right), whereas the receptive fields of the isolated spikes (A*
and B¥) are relatively stronger at positions lower and to the left.

Second, we did an information-theoretic analysis on the orig-
inal and derived spike trains to determine whether the extreme-
ly strong correlation between thalamic neurons might carry
information about the stimulus. For each pixel, we reconstruct-
ed the visual input (white noise) with the reverse reconstruction
technique? and calculated mutual information between the input
and the reconstruction at each pixel using information theory?“.
This calculation yields a lower bound of the mutual information
between stimulus and responses that depends on the method of
reconstruction®?, We created ‘information maps’ that represent
the time-averaged mutual information between the spike trains
and the stimulus at each pixel (Fig. 3, middle column), based on
the reconstruction from two spike trains (A and B) and from
three spike trains (A&B, A* and B*). We plotted the difference
between these two maps at a different scale (x6; Fig. 3, right col-
umn). An increase in information was found in a region approx-
imately corresponding to the centers of the receptive fields of A
and B. For these pixels, the reconstruction of the stimulus from
the three derived spike trains was better than that from the two
original spike trains. Note that the greatest increase in informa-
tion was at the pixels, down and to the left, where the receptive
fields of the isolated spikes (A* and B*) were relatively stronger
than those of the original spike trains (A and B).

To evaluate the overall increase in information for each cell
pair, we calculated the sum of information over all pixels for both
the two-spike-train reconstruction and the three-spike-train
reconstruction. Even though this sum does not represent the total
mutual information between the reconstructed and the actual
visual inputs, the ratio between these sums provides a useful
heuristic measure of the overall increase in information. This ratio
between the information sums is equivalent to the average infor-
mation ratio for each pixel, weighted by the original (two spike
train) information at each pixel. The percentage increase in infor-
mation showed a definite dependence on the strength of correla-
tion (Fig. 4a). For 43 pairs of cells, the correlation coefficient
between the percentage of increase in information and the strength
of correlation was 0.70. The slope of the linear regression was 0.41.

CONTROL ANALYSES

To further establish the causal relationship between correlated
spiking and efficient visual coding, we did four control analyses.
First, we analyzed 20 pairs of cells that had partially overlapping
receptive fields but were uncorrelated. Although there was no
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Fig. 1. Correlated spiking between geniculate neurons with overlap-
ping receptive fields. (a) Receptive fields of two simultaneously
recorded off-center cells, A and B, mapped with white-noise input
and reverse correlation method?>25, Red, ‘on’ responses; blue, ‘off’
responses. The brightest colors correspond to the strongest
responses. 0.4 degrees/pixel. Delay shown, 23 milliseconds. The cen-
ters of the two receptive fields were well overlapped. (b) Cross-cor-
relograms between the two cells during white-noise stimulation
(black histogram). The dotted blue lines show the boundaries of the
peak, —0.2 to 0.3 milliseconds, which were used to derive the three
spike trains in Fig. 2b. The strength of correlation (15.8%) was
defined as the number of spikes in the peak of the correlogram, minus
the baseline, divided by the average of the total number of spikes pro-
duced by each neuron8. The solid red line is the shuffled correlo-
gram3®: The same white-noise input was repeated twice, resulting in
spike trains A1, B1 and A2, B2 (A and B represent the two LGN neu-
rons, 1 and 2 represent the two repeats of the same stimuli), then A1
was correlated with B2, and A2, with B1. The total numbers of spikes
in the two repeats were 18,697 and 17,556 for cells A and B, respec-
tively. Data were collected over a period of 16 minutes.

distinct peak in their cross-correlograms, the central bins were
non-zero, that is, there were ‘randomly’ synchronous spikes. We
derived the three spike trains by considering these randomly syn-
chronous spikes as A&B. As would be expected from the modest
increase in information for weakly correlated pairs (Fig. 4a), ran-
dom correlations did not result in a significant increase in infor-
mation compared to the two original spike trains (1.97 % 3.67%,
standard deviation, p > 0.2, Wilcoxon). This indicates that the
increase in information depends on the nonrandom, precise cor-
relations between geniculate cells.

For finite data samples, merely increasing the number of cat-
egories, or degrees of freedom, can produce a better reconstruc-
tion and additional information. Because dividing two spike
trains into three added a degree of freedom to the reconstruc-
tion, the increase in information we observed might therefore
have been an artifact of creating this degree of freedom. To
exclude this possibility, we carried out a second control analysis.
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Fig. 2. Spike-sorting procedure. (a) A and B are segments of the original spike trains of the two cells
in Fig. 1, during white-noise stimuli. For these highly correlated pairs, there were many near-synchro-
nous spikes. (b) The three derived spike trains were as follows: synchronous spikes between A and B
(A&B), and spikes in either cell that were nonsynchronous with the other (A* and B*). The sorting of

Al, B2 and A2, BI. In this analy-
sis, only the original spike trains
were used; we did not sort spikes
into three categories to extract the
additional information carried by
the correlations. Because the pre-
cise correlation was not observed

300 400

spike trains was based on the correlogram between A and B (Fig. 1b). The left and right boundaries of ™ ?hufﬂed correlograms (Fig. }b,
the peak were determined visually, and all the spikes that fell within this window were classified as solid red line), Fh? potgntlal
A&B. The dotted red lines in Fig. 1b show the boundaries of the window for those two cells, 0.2 to redundancy was eliminated in the
0.3 milliseconds. (c) The three randomly derived spike trains for the control analysis. The number of ~ crossed pairings. Therefore, Al,
synchronous spikes in A&B shown in (b) was counted, then the same number of spikes was taken out ~ B2 and A2, B1 might have easily
randomly from A and B to form pseudo (Ps) (A&B). The rest of spikes in A and B formed Ps(A*) and  provided more information than

Ps(B*), respectively.

Al, Bl and A2, B2. The difference

For each pair of cells, we counted the number of synchronous
spikes that were taken out to form A and B. We then took out the
same number of spikes, but randomly, from A and B to form a
‘pseudo A&B’ (Fig. 2¢). This manipulation did not result in a sys-
tematic increase in information (Fig. 4b). We did a paired non-
parametric test between the data shown in Fig. 4a and those in
4b. These two populations were significantly different (p < 5 %
1077, Wilcoxon). Thus, the observed increase in information was
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in information between the for-
mer and the latter groups was
defined as the correlation-
induced redundancy. For these six pairs of cells, whose strength
of correlation ranged from 5.3% to 34.9%, the correlation-
induced redundancy was insignificant (-1.37 + 2.21%, standard
deviation). Thus, the only effect of the precise correlation was to
enhance the efficiency of coding, as shown above.

Finally, to prove that the increase in information was caused
by the precise correlation in the LGN and not by the slower cor-
relations found in the retina®~’, we studied the relationship
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between the increase in information and the
window size. If the origin of the increase in
information is the slower correlation in the reti-
na, we should expect to extract more informa-
tion when we include more correlated spikes
in A&B with a bigger window size. When we
defined spike train A&B with window sizes 1,
5, 10, 20 and 40 ms, the average increases in
information for the 43 pairs of cells were 11.1
9.0%, 6.5 £ 9.1%, 6.3 £ 9.6%, 5.4 +9.7%, and
4.0 £ 13.6%, respectively. Thus, increasing the
window size did not result in more increase in
information. These results indicate that the
increase in information is caused specifically
by the precise correlation in the LGN and not
by the slower correlations in the retina.

Discussion
We have shown that for a pair of correlated
cells, information can be increased by consid-
ering the synchronous spikes explicitly. This
gain was relative to decoding based purely on
firing rate, in which the information carried by
a neuron is reconstructed based on its first-
order receptive field. In a linear rate code, the
optimal estimate of the input preceding each
spike is given by the reverse filter for each neu-
ron?3. Here we have instead sorted the spikes
of each neuron into different categories based
on their temporal relationship with spikes of a
neighboring neuron. The first-order receptive
field and reverse filter for each category of
spikes were calculated separately. Therefore we
assigned different ‘meanings’ to the spikes in
different categories. The increase in informa-
tion observed in our analysis indicates that this
‘correlation code’ has a higher information
capacity than the pure rate code. However, our
simple analysis (essentially a linear rate code
for the three derived spike trains) is likely to
provide a lower estimate of the potential
increase in information. More elaborate non-
linear analysis may demonstrate even more
information in the neuronal ensemble.
Previous studies that examined the receptive
fields of correlated firing (‘bicellular receptive
fields’) both in the visual cortex!# and in the reti-
na’ found that the receptive fields of the corre-
lated spikes were different from the receptive
fields of the individual neurons. Here, in addi-
tion to a receptive-field analysis, we have also
done an information-theoretic analysis to exam-
ine the information contained in correlated fir-
ing. The pairs of cells we studied in the LGN
differ from those in previous studies in that the

correlations are stronger and faster® (and therefore are not ‘inher-
ited” from retinal correlations>~”), and the receptive fields (includ-
ing the bicellular receptive field) are more similar. Despite the
potential redundancy that could have resulted from both the sim-
ilarity of all three receptive fields and the correlations themselves,
we found that the uniquely strong correlated activity in the LGN
carries information. Previously, we have found that the precisely
correlated spiking in the LGN is caused by divergent inputs from
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Fig. 3. Gain of information by considering the correlation between a pair of cells. Left
column, first-order receptive fields of the original spike trains, A and B, and the derived
spike trains, A&B, A* and B*. Red, ‘on’ responses; blue, ‘off’ responses. 0.4
degrees/pixel. Delay shown, 27 milliseconds. The receptive fields of the two original
spike trains were well overlapped and the two cells were strongly correlated (strength,
43.1%). Middle column, the information map based on the two original spike trains (A
and B), and that based on the three derived spike trains (A&B, A*, and B*). The mutual
information between the actual input and the reconstruction is indicated by the bright-
ness at each pixel. Maximum, 2.3 bit/s. Right column, the difference between the infor-
mation map of the three spike trains and that of the two spike trains. Red, positive; blue,
negative. Values in the difference map (maximum, 0.38 bits/s) were multiplied by six and
plotted on the same scale. Considerable increase in information was only found in the
pixels within the receptive fields of these cells. The small differences (both positive and
negative) seen in pixels outside of this region were noise.

retinal ganglion cells®?7, as has been predicted from past stud-

ies?8-30, This knowledge may provide some insight into the results
presented here. The synchronous spike train (A&B) is presumably
a subset of the spike train of the common presynaptic retinal gan-
glion cell(s). Geniculate neurons can have different response prop-
erties from their retinal inputs31*2. Therefore, the partial
presynaptic spike train (represented by A&B), which has a differ-
ent spatiotemporal receptive field, may provide an additional, dis-
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tinct estimate of the visual input. a 60

The intrageniculate correlations we stud-
ied are stronger and more precise than other
correlations observed within a single level
in the cat visual system3? whether between
cortical cells!%1520, between geniculate cells
with non-overlapping receptive fields”®, or
between retinal ganglion cells>=. (In the cat
retina, the fastest correlations between pairs
of cells have two peaks, ~1 ms on either side
of zero®, although such correlations are
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faster in the salamander>*.) The faster thal-
amic correlations studied here may be par-
ticularly well suited for presenting to the
cortex the information relayed from the reti- -20 -
na. Because the spike trains of retinal gan-
glion cells carry information at very high
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rates, an important function of the LGN Fig. 4 Dependence of increase in information on strength of correlation. (a) Increase in
may be to distribute, or multiplex, this information was plotted against strength of correlation for 43 pairs of cells. Each point rep-
information into both single-cell-based and ~ resents data from one pair. The ratio between information (summed over all pixels) for the

correlation-based channels to facilitate fur-
ther processing in the cortex.

Precisely correlated spiking is a robust
phenomenon in the LGN; more than half of
the well overlapped pairs, as well as a small-
er percentage of partially overlapped pairs,

three-spike-train reconstruction and that for the two-spike-train reconstruction was calcu-
lated. Increase in information was defined as this ratio minus one. The strength of correla-
tion is defined in the legend of Fig. 1. The solid line is the linear regression of all points
(slope, 0.41; intercept, 5.5%; r = 0.70). (b) Change in information by taking out the same
number of spikes, but randomly (pseudo A&B), from the cell pairs shown in (a). The solid
line is the linear regression (slope, —0.006; intercept, —=1.1%; r = —0.01).

showed significant correlations®. Because
each geniculate neuron will be correlated
with a small ensemble of other neurons, there are more poten-
tial information channels based on pairwise correlations than
those based on single cells. Given any potential information chan-
nel, the ultimate test of the importance of a neural code is
whether it is available for further processing. The advantage of a
correlation-based information channel is its easy accessibility for
the next stage of processing. Simultaneous recordings in the LGN
and the cortex have in fact shown that synchronous spikes from
the LGN are more efficient in driving their cortical targets®. Such
coincidence-detection mechanisms in the postsynaptic cortical
cell may provide a means for ‘reading out’ the temporal code we
have found in the LGN.

Methods

PHYSIOLOGICAL PREPARATION. Adult cats, ranging in weight from 2 to 3 kg,
were initially anesthetized with ketamine HCI (20 mg/kg, intramuscular),
followed by sodium pentothal (20 mg/kg, intravenous; supplemented as
needed). A local anesthetic (lidocaine) was injected before all incisions.
Anesthesia was maintained for the duration of the experiment with sodi-
um pentothal at a dosage of 6 mg/hr. A tracheotomy was done to allow
artificial ventilation. Then the cat was transferred to a Horsley-Clarke
stereotaxic frame. To minimize respiratory movements, the cat was sus-
pended by clamping the spinous process of one of the lumbar vertebrae.
The animal was paralyzed with norcuron and artificially ventilated. Ven-
tilation was adjusted so that the end-expiratory CO, was near 3.5%. Core
body temperature was monitored and maintained at 38°C. EKG and EEG
were also monitored continuously.

Pupils were dilated with topical application of 1% atropine sulfate,
and the nictitating membranes were retracted with 10% phenylephrine.
Eyes were refracted, fitted with appropriate contact lenses and focused
on a tangent screen. The positions of the areae centrales were plotted
with the aid of a fundus camera. Eyes were stabilized mechanically by
gluing them to metal posts attached to the stereotaxic apparatus. A cran-
iotomy (about 0.5 cm in diameter) was made over the LGN and the
underlying dura removed. The hole was filled with 3% agar in physio-
logical saline to improve stability of the recordings.
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ELECTROPHYSIOLOGICAL RECORDING. Neighboring geniculate cells were
recorded with multielectrodes (Thomas Recording, Marburg, Germany).
The array allows seven fiber electrodes to be positioned independently
with a vertical accuracy of 1 pm. We used a glass guide tube to restrict
the lateral scatter of the electrodes in the array. The inner diameter at the
tip of the guide tube was less than 400 um. All recordings were made in
layer A or Al of the LGN.

Recorded signals were amplified, filtered and passed to an 80486 PC
running Datawave Discovery software (Datawave Systems, Broomfield,
Colorado). The system accepts inputs from up to eight single electrodes.
Up to eight different waveforms can be discriminated on a single elec-
trode, but two to three is a more realistic limit. The waveforms of the
spikes were saved on disk. Spike isolation was based on cluster analysis of
waveforms, and presence of a refractory period was based on the shape of
autocorrelations. The spike discrimination was first done approximately
during the experiment. The sorting was done more rigorously in post-
processing. All pairs of neurons were recorded on different electrodes.

VISUAL STIMULATION. The data-acquisition PC contained an AT-Vista
graphics card (Truevision, Indianapolis, Indiana), which was used to
present visual stimuli at a frame rate of 128 Hz. The stimulus was updat-
ed either every frame, every other frame or (occasionally) every four
frames. All stimuli were programmed using subroutines from a ‘run-
time’ library, YARL (written by Karl Gegenfurtner). The system is well
suited for the efficient real-time production of spatiotemporal white-
noise stimuli using an m-sequence temporal signal>>2°. Spatially, the
white-noise stimuli were made up of 16 x 16 grids of square regions (pix-
els). The pixel sizes were adjusted to map receptive fields with a reason-
able level of detail (0.2-0.4 degrees at 5-10 degrees eccentricity). For
every frame of the stimulus, the pixels were either black (-1) or white
(+1) according to the m-sequence. The full m-sequence was of length
215 —1=132,767, for a total of four minutes when updated every frame,
or eight minutes when updated every other frame. Usually, several repeats
of the four- or eight-minute stimulus were done. The receptive field maps
of the neurons were calculated using the reverse correlation method?>2°,
For each delay between stimulus onset and nerve impulse firing, the aver-
age spatial stimulus that preceded each impulse was calculated. This cal-
culation was done with the fast m-transform?.
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DATA ANALYSIS: REVERSE RECONSTRUCTION. For each pixel, the input was
reconstructed based on either the two original spike trains (A and B) or
the three derived spike trains (A&B, A* and B*). For two spike trains,
the reverse filters H, ; and H, ; were obtained by solving the following
linear equations in the frequency domain:

(P Rem)in) (T N
Ri‘R,  |R,J*/\H,; Ky;

where j is the index for the pixel; R; and R, are the responses of the two
cells in the frequency domain, calculated by binning the spike trains fol-
lowed by a Fourier transform; R, and R, are the complex conjugates of
R; and Ry; [R;|? and [R,|* are the power spectra; K j and K, ;are tempo-
ral Fourier transforms of the first-order receptive fields (Wiener ker-

nels?>2°) of the two cells at the ‘jth” pixel; and I?l,j and Rz,j are their
complex conjugates.

The reverse filters H; jand H, ; that satisfy these equations are

K R.. 2 K.
W R R
_ Ko Ry Ri‘Ry Ky

H, = - , H,: = (2)
Ri‘Ry  |R? Ri‘Ry  |R?

The reconstruction of the stimulus at the ‘jth’ pixel, S’Zj, is given in the
frequency domain by

§?=Hy R, + Hy R, 3)

The reconstruction in the time domain, s’zj(t), is the inverse Fourier
transform of $2,. These reconstructions are optimal in the sense that
they minimize the chi-squared difference between the reconstruction
and the actual input, given the spike trains and their measured first-order
receptive fields.

For three spike trains, the reverse filters H; ;, H, ; and Hj ; were
obtained similarly by solving the following linear equations

, = _
IR\l Ry-Ry Ry-Rs,\ [ Hyj
— =

RiRy Ry, RyRs || Hy | = | K,

Ri‘Rs, Ry-Rs Ry Hj

J (4)

The reconstruction of the stimulus in the frequency domain is given by
§7%;=Hy R, + Hy;R, + H3 R; (5)

The reconstruction in the time domain s’3j( t) is the inverse Fourier trans-
form of S’3j.

DATA ANALYSIS: MUTUAL INFORMATION. The mutual information between
the actual visual input s;and the reconstruction s'; was calculated by mak-
ing a joint probability table between them. Because the input at each
pixel was binary white noise (an m-sequence?>2%), it had only two val-
ues: 1 or —1. The reconstructed input was a continuous variable that was
quantized into 100 bins. The joint probability table therefore had 200
entries. The probability was calculated by counting the number of events
for each entry normalized by the total number of events in the input
sequence, which in our experiment was 32,767. The mutual information
between the reconstructed and the actual stimuli at the jth pixel I (srj, s]-)
was calculated based on the equation:

o
P(s"y s)

I(s’j, sj) = 3’25: P(s’j) s]-) log P(S']-) P(Sj) (6)

where P(s’j, 5]-) is the joint probability between o and Sis and P(s’]-) and

P(s;) are the probability distributions of s”; and s;, respectively. This mutu-

al information is a statistical average over time.

To correct for the overestimation of information caused by a finite
number of events, we used a method developed by Panzeri and Treves™.

The final estimate of mutual information was given by I(s; s;), calculat-
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ed as above, minus a correction term (ref. 35, Eq. 6). To prove directly
that we were not ‘over-fitting), for nine pairs of cells for which we record-
ed two repeats of the white-noise stimuli, we calculated the reverse fil-
ters from one repeat and reconstructed the stimuli from the other repeat.
(The repeats were interleaved, to avoid effects from ‘non-stationarity.’)
The mutual information was then calculated in the same manner as in
the original analysis. The difference in information between the cross-
validation and the original analysis was not significant. The average dif-
ference in information was 0.23 + 2.8% for the two original spike trains,
0.53 + 2.8% for the three derived spike trains.

To evaluate the overall increase in information caused by spike-train
sorting, we calculated the sum of information over all pixels for both the
two-spike-train reconstruction and the three-spike-train reconstruction.
However, this sum, 2! (Srj’ Sj) is less than the total mutual information
between the complete spatiotemporal white-noise input and the recon-
struction, I (s") 5", ... s";...;5; 55 ...sj...). This is because the recon-
structions of the inputs at different pixels are correlated, so the
reconstruction at any pixel, s';, may carry information not only about s;,
but also about stimuli at neighboring pixels. Thus, summing the infor-
mation between the actual and the reconstructed signals at each pixel
may yield an underestimate of the total information carried by the spike
trains. However, as there is no correlation between the actual stimuli at
different pixels, s; and S this sum can never overestimate the total infor-
mation. In our analyses, evaluation of the total mutual information is
impossible because of the finite data set. The sum of mutual informa-
tion over all pixels, however, provides a useful measure to compare the
information present in different reconstructions.
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